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1.Install the Oracle Database 11gR2 software

3R scan 4 :

ISUE scan fdp 4 /u0l1/app/11.
Oracle strongly recommend to u
support only one IP for SCAN

2.0/grid/bin/cluvfy comp scan
se DNS or GNS for SCAN name resolution as hosts file

If the intention is to use hosts file for SCAN name resolution, and ping command returns
correct SCAN VIP, you can ignore the error and move forward.

If the intention is to use DNS or

GNS for SCAN name resolution, comment out entries in

local hosts file for SCAN name on all nodes, and re-run "$GRID_HOME /bin/cluvfy

comp scan" to confirm.

nslookup scan31.example.com

Server: 192.168.0.90
Address: 192.168.0.90#53

Name: scan31.example.com



Address: 192.168.0.181
Name: scan31.example.com
Address: 192.168.0.131
Name: scan31.example.com
Address: 192.168.0.132

Oracle11gR2Grid Infrastructure (CRS)F 5| AT Single Client Access Name (SCAN)k &4 %&
FunST IR FE RS HVAR] , ANSCEFELAEA SCAN K& YR A TERIE,

SCAN #i4&:

Single client access name (SCAN)Z {4 AR Fin AT EREHNEMTNER (5
10g #1 11g R1 P vip EABFRAEXNNY) .

SCAN & DNS gk Grid Naming Service (GNS)FFE!] 1-3 4 IP #bhk— /M54 .
ZOABILT , SCAN ZFRE&EHMNZFRMERE , BZBFRIER— N IaE—, SCAN HIZk
INMEETAMT SREFR. SCAN BHKERD L ANFR , &Z 1I5410FF , WIABEF
BT , FEMBFK , TEEEFR). MREFERAKERT 15 F/FH SCAN ,
TETEREE Grid Infrastructure B3%3%“ Advanced installation™ %0 .

FEABRRIhEIE Grid Infrasture , SCAN WASRZE /DMBATAL— P 3k,

SCAN VIP #2555 virtual IP #3iEFD public IP #bik{s TR —F M.

Oracle 3RIVEINAER hosts XA ECE SCAN VIP ik, 20R{EA hosts STHFSKAEAT
SCAN E#H1.4 , WX SCAN hostname RAEREHT A —1 SCAN IP i,

ANRAEF hosts LAFKAFAT SCAN 4.8 , RIFE Grid Infrastructure Tl R AT LIBEZEAL
BN Cluster Verification Utility #fE .,

Installation log -$ORACLE_BASE /oralnventory/logs/installActions{$TIMESTAMP}.log

INFO: PRVG-1101 : SCANname "cluscan.us.oracle.com" failed to resolve

INFO: ERROR:

INFO: PRVF-4664 : Found inconsistent name resolution entries for SCAN name
"cluscan.us.oracle.com"

INFO: ERROR:

INFO: PRVF-4657 : Name resolution setup check for"scanclunm" (IP address: 10.4.0.202)
failed

OR

PRCS-1016 : Failed to resolve Single Client Access Namecluscan.us.oracle.com

TSR Y BMREE , Oracle #H7FALEF A DNS 1B RATE SCAN T =4
Hi3iE.,

2k SCAN 2 5BANEHMABIFENT RXEX , £/ SCAN B THEMICE R Finfl
150 T A EH N E BRI MR T . SCAN xR 1E:8 T MR R BT M |, F15% Finhe
BRI T2 TR e SR T .

% Fum SR ] DAARESAE A 2 BTAR AR A TERARIEEE , N1 Oracle #EFR Fim{EA SCAN
KinRIERE. {E£ SCAN & Figth a] PA{E F EZCONNECT ARIARIERE.

Grid Infrastructure [& T 2ahFTA D i _E A I F2 5 LISTENER SRS ITASHBE VIP 4b |, 3R
£ J335h SCAN listener LISTENER_SCAN1 (—/M&EBF L 314) K% NT SCAN VIP ; Oracle



Database11gR2 ELAE N T % local_listener IR E ¥, local LISTENER , ¥ remote_listener
WE &) SCAN listener,

SCAN listener will be running off GRID_HOME, and by default, in 11gR2 local listener will be
running off GRID_HOME as well.

SCAN AR W)

ZN{AIECE SCAN Fl SCAN listener ?
1E“Typical installation"idF2H , F2EFSIETREMIAZIAR] Single Client Access Name
(SCAN), ANSEALTHREIALY SCAN , NILRE (S FHH SCAN L FRIVIEIFE—ME .

AR SCAN ZFREENTR—A IP B4k , W root A (root.sh or rootupgrade.sh)¥+R#E SCAN £
FRAZATEC 1P HBEERE KA1 SCAN VIP #jR(ora.scanl.vip) A& AR SCAN listener BRJR
(ora.LISTENER_SCANL.Isnr)f ¥ &, a0 , 20K SCAN ZFRAT AR 24 IP ik , Wi
root fIA & AP SCAN VIP FIFEFIFT AN SCAN listener IR,

SCAN VIP B AHL ] SCAN listener ALY T4E , 24 SCAN VIP failover EJE M s , RIAR K]
SCAN M ITFEFFth4 failover 2R —75 .

24 SCAN VIPfailover KA4R} |, 1A S1EHE1T SCAN VIP DRI R , #la0 , E— 1 4T R
ISR , 20R SCAN VIPE{THET R, TR 2MTR 3 L, MY R 3 down 320, ik
3 EAJ SCAN VIP R ABLVH) SCAN listener g4 failover 2@ 4 £ , FAHAMMEANT S
MR EEEEITT —4 SCAN VIP,

FAER] RUE B “srvetl” iz in /&% SCAN vip F1 listener,

BB NAREEEENT S _EACE locallistener ?
BZRR" , BIMMNATEESN T RECEIN K local listener, SCAN listener Fi& B EU
FAT LM local listener,

£ 11g R2M Gl |, EHPRMBETN R LESIZ1T 3 M scan listener , AIREFFT QBT
34, MR4AEHS 34N 5 EIE1T SCAN listener , TWERAEZ VT A , REZMHWR4LE 3
/™ scan listener, ¥IEFEIBIT remote_listener ¥IASHIEME SCAN listener &1, NRE&E
BP(EE— scan listener e |, HoE— NN T R LBHERS.

SCAN T {E[RIE



Application Server

Oracle RAC
Database
SCAN
- : Local
Listeners .
g— Listeners

Clients

EXR FuniEAESKES , £ SCAN VIP ik & s L3 4TS WTA) SCANlistener A& ERE P

BaEE, A% EMATE IRSESIEME) SCAN listener 51, SCAN listener A% tazk
ROBTTR (8 scan listener X EEFRIAESITEE) £ local listener FItE
RESE Fis. &AE , B Ainn S8R ER AR S T R LM local listener SRS L
EE, TAXERMEN TR FinRi A BN , B st B T AEAMKACE .

$ SRVCTL STATUSSCAN_LISTENER

SCAN ListenerLISTENER_SCAN1 is enabled

SCAN listenerLISTENER_SCANZ1 is running on node TEST1
SCAN ListenerLISTENER_SCAN2 is enabled

SCAN listenerLISTENER_SCAN2 is running on node TEST2
SCAN ListenerLISTENER_SCANS3 is enabled

SCAN listenerLISTENER_SCANS3 is running on node TEST3

A& '/etc/hosts'Skfi#AT SCAN TM/A<F DNS ¢ GNS ?
Oracle %%WJ)‘(T %ir hosts X ECE SCAN VIP ititik, {B20TUE R hosts STHRAEMT
SCAN gﬂ_{ y / NN \ﬁﬁﬁﬂﬁﬁk—/\ SCAN IP i'H_j,iJJZ

NR(EF hosts SUAEEfEMT SCAN B FR , NfEZT I LTI 418 % ClusterVerification Utility 2k
WEBR |, VER{EE1E N, metalink X3 NOTE 887471.1 .

Al MERZATHNEZ TN (VIP) R TR FimEE ?

& Fin{hI B DMERZ BTRAHIEE T (VIP) SRRER.

Oracle sRZIEINE FinfE 3 SCAN kijiaI&ERf. (M SCAN HE Fimth AT A EZCONNECT 75
IR &R,



B BWINEAER SCAN ?
SBEEWNME , HAELIR.

B MR SCAN ?
SCAN Oracle 11gR2 Grid Infrastructure f’—/NMA# , A SCAN,

Sample TNS entry for SCAN

TEST.ORACLE.COM =

(DESCRIPTION=
(ADDRESS=(PROTOCOL=tcp)(HOST=SCAN-TEST.ORACLE.COM)(PORT=1521))
(CONNECT_DATA=(SERVICE_NAME=11GR2TEST.ORACLE.COM))
)

Sample TNS Entry without SCAN

TEST.ORACLE.COM =

(DESCRIPTION=

(ADDRESS_LIST=
(ADDRESS=(PROTOCOL=tcp)(HOST=TEST1-vip.ORACLE.COM)(PORT=1521))
(ADDRESS=(PROTOCOL=tcp)(HOST=TEST2-vip.ORACLE.COM)(PORT=1521))
)
(
)

CONNECT_DATA=(SERVICE_NAME=11GR2TEST.ORACLE.COM))

IR crsd L 5% -

crsctl check cssd

crsctl check cluster -n station31
crsctl query css votedisk

2.Configure ASM for the shared disks and create a clustered
database

In our case, as we have the disks and disk OCR voting in ASM, we must make a stop
arranged crsctl (Metalink note 984663.1).

Oracle 11gR2 RAC ZRIATEIL T gsd fRF B2 |, B L% Fit1s OFFLINE B kAR
THEEE— metalink L& , fifk gsd JRESH{ER : GSD Is Used Only if 9i RAC Database
is Present (344 ID 429966.1)

GSD Is Used Only if 9i RAC Database is Present (3Z#4 ID 429966.1)
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Information in this document applies to any platform.
***Checked for relevance on 11-Mar-2013***

PURPOSE

The purpose of this document is to clarify the functionality of GSD in 10g and above.

SCOPE

This article is informational and intended for any user.

DETAILS

The function of GSD (10g and above) is to service requests for 9i RAC management clients
and therefore when there are no Qi databases present, there is nothing for GSD to do.
Consequently, there will be no impact on a RAC cluster if GSD is offline and 9i is not used.

If gsd fails to start due to whetever reasons then best thing is to work with Oracle support
to analyze and fix the issue. Until that time, gsd can be temporarily disabled.

In 11.2 GSD is disabled by default and the service will show as target:offline, status:offline.

Disable GSD (pre 11.2)

After confirming that there are no Qi databases being used you can disable GSD by adding
'exit 0" after the initial comments in the script $ORACLE_HOME /bin/gsdctl where
$ORACLE_HOME is the home from which nodeapps are running (i.e. crs home).

#case $ORACLE_HOME in
#"") echo "****QRACLE_HOME environment variable not set!"


https://support.oracle.com/epmos/faces/DocumentDisplay?_afrLoop=64102044558662&id=429966.1&displayIndex=3&_afrWindowMode=0&_adf.ctrl-state=yjw0odno3_75#REF_PURPOSE
https://support.oracle.com/epmos/faces/DocumentDisplay?_afrLoop=64102044558662&id=429966.1&displayIndex=3&_afrWindowMode=0&_adf.ctrl-state=yjw0odno3_75#REF
https://support.oracle.com/epmos/faces/DocumentDisplay?_afrLoop=64102044558662&id=429966.1&displayIndex=3&_afrWindowMode=0&_adf.ctrl-state=yjw0odno3_75#aref_section31
https://support.oracle.com/epmos/faces/DocumentDisplay?_afrLoop=64102044558662&id=429966.1&displayIndex=3&_afrWindowMode=0&_adf.ctrl-state=yjw0odno3_75#REF_TEXT
https://support.oracle.com/epmos/faces/DocumentDisplay?_afrLoop=64102044558662&id=429966.1&displayIndex=3&_afrWindowMode=0&_adf.ctrl-state=yjw0odno3_75#REF_SCOPE

# echo " ORACLE_HOME should be set to the main"
# echo " directory that contains Oracle products."

# echo " Set and export ORACLE_HOME, then re-run."
# exit 1;;

#esac

exit O ## Manually added as a temporary workaround

A backup of the original script should be made before making the above change.

Disable GSD (11.2)
You may want to disable GSD after you upgraded all your Oracle9i RAC databases.

srvctl stop nodeapps
srvctl disable nodeapps -g
srvctl start nodeapps

Enable GSD in 11.2

srvctl enable nodeapps -g
srvctl start nodeapps

see also:
Grid Infrastructure Installation Guide

5 Oracle Grid Infrastructure Postinstallation Procedures

5.3.3 Enabling The Global Services Daemon (GSD) for Oracle Database Release 9.2

UFAERT 11.2.0.1 REATF 11.2.0.2, 11.2.0.37111.2.0.4, fE11gR2 , ZRIA
oc4j ¥ gsd RiEE disable B ; ocdj BT WLM H—/ N &IE,WLM 7£ 11.2.0.2 A 8]F ; gsd
5& CRS ATIR 9iRAC HHTIBSHM—MER, B AT M aFRAAREM , FRImMERE ; BINA
ZMkk, WA I B, 2R ED ],
1: &% GSD k% :

srvctl enable nodeapps -g

srvctl start nodeapps
2 : 88 ocdj IR :

srvctl enable oc4j

srvctl start oc4j



[grid@12345-node®2 ~]% crs_stat -t

application

...01.1snr application
...e01.gsd application OFFLINE OFFLINE
...e@1.ons application ONLINE ONLINE
...e01l.vip ora....tl.type ONLINE ONLINE
..SM2.asm application ONLINE ONLINE
...02.1snr application ONLINE ONLINE
...e02.gsd application OFFLINE OFFLINE
..e@2.ons application ONLINE ONLINE
....202.vip ora....tl.type ONLINE ONLINE
.DATA.dg ora....up.type ONLINE ONLINE
....ER.1snr ora....er.type ONLINE ONLINE
....N1.1snr ora....er.type ONLINE ONLINE
.asm ora.asm.type ONLINE ONLINE
.cvu ora.cvu.type ONLINE ONLINE
ora.gsd.type UFFLINE  UFFLINE
....network ora....rk.type ONLINE ONLINE
.ocdj ora.oc4j.type ONLINE ONLINE
.ons ora.ons.type ONLINE ONLINE
.scanl.vip ora....ip.type ONLINE ONLINE

3.Configure archiving

4.Configure services using both Manual and Policy Managed
methods

srvctl config database -d racdb

Database unique name: racdb

Database name: racdb

Oracle home: /uO1/app/oracle/product/11.2.0/dbhome_1
Oracle user: oracle

Spfile: +DATA/racdb/spfileracdb.ora

Domain:

Start options: open

Stop options: immediate

Database role: PRIMARY

Management policy: AUTOMATIC

Server pools: srvpool,servpool2

Database instances:

Disk Groups: DATA,FRA

Mount point paths:

Services: servl



Type: RAC
Database is policy managed

srvctl modify database -d racdb -g servpool3
srvctl config srvpool -g servpool3

BIEELFR: racdb
RAC £ =4 #F : racdbO1 , racdb02

Policy-Managed A=A 48

ETREBNEEAR , EUURS M (Server Pools) AERLA , MR , FESKE N
—HREEM , P EE—EEMNRFES  REBEN LR |, IRIEXLSEKR Oracle &
BINREULZ DR FEROIETERTRILENS L. BUEEXRSIL RS, PiEERSA
. AN THEAL , XLERR BT R RER , MAEIEEEE RAFLTITFN.
fAFIARIE & F XA A G TEE 2

LUEERENRSHER , FEEXLERTEITEZMAREERE , FNEXKEK RAC
BUREER , AT RER , ZiXER Policy- Managed A= , Kfr_t Oracle 32X R B 7
T 3 BRARST SREHR A £ A Policy-Managed SREEEANBURFS . BR—TEA
Policy-Managed A ATRUAZIMIBUR  21RIKNHE 10 ERFSEM , RIEARRNM AR
BEMTE NRFHFMBHRBERE |, AREHPELYFES FHET |, MATTES)
HRFF R Z M SR A EEN AR BYIEERS |, TR RN ARG IR RS20 0%
REIR AR

REEEIE : DBA 1EE ¥R FE RIRZITIEMA PR %5 25 ith(HEFR generic or free), Oracle
Clusterware faTa ¥R ERIFME—E RS 5.

Policy managed: Database administrators specify in which server pool (excluding
generic or free) the database resource will run. Oracle Clusterware is
responsible for placing the database resource on a server.

AR S A TR PR A BC AR S5 25 0
Generic server pool

User assigned server pool

Free

Oralce Clusterware {f RS 3R EEMRTE N BLIRS 25K F

1. REEMRF SRS [A ARSI , EEIRE RS H[ENR/INIE TR
2. WETMARFHECRFI[AEMSR , EEENRE RS FHRAIE TR
3. BOA , (TR TFRIBRS- 2300 FREE AR3r<8it0



R ETREIRES R BARERIERE] 1 MFESKAIZARST RSFHBELRED
BRI AR L ANARSE SR REX(MA R ERN T R5E). RSFR/MRE R RIRPIEE , R,
FE=ANRREF)THENR/ NIRRT A .

BRSO I TEC W LA RS2 ARSF 25 L. (£ min_size REBIRELFIEIT
WP ST 2 , PR LFEITHES Dk L)

BRI T AL IR ST 23 A AR 5525 AT AShAS AL SR |, X Ao Oracle BT H AT ARS8 E
BANSHIAAT RS

BRSSO BN TER B L KRS 25 L (BT RS [T Btt), TR ImbSALE $da sk
BhziTHEMPLAR S5 L.

PR BT IRBIA LU TEE T R L. EXBISH R 2 B TR E KRS KR,

RS AR BRI/ A0/ BIBRES |, BT IR AT’ R AALIIAE S BCE A R AR S5 23 7t

e _ERBIF

Blgn , R L AR BHE 8 M T RAM , PR 34 RACHUERE. S EUEERE
MRS SRR ARBE .

RX DBl EXN®/NA &, &% 6 GBMFH(ERMN10) ,

BRDB2 EX&m/N2 8. &% 3aMFHERMAT),

BXDB3EMN®/N2 8. &% 3 aMFHERMAD).

4 8 T HALE BT = 1-4 #ioficss DB |, 174 5-6 #i9fiss DB2 , iR 7-8 # 4
ficts DB3, MR R 3BETEMRRRLRE , Ao aEi TR 7 284 DB, FuHTL
DB3FESHNEEZMMAR/NER 4 BRFE , BERSE DB3 FRIR/MRFGH[KFUAT.
MET R 3IWENE , BRI ACLE DB3 RMELGREFER 8 2/ NTHHAR S 258K,
MRE O NI RBIRMEBIERE | B HEs DBL , RAEEEMREMAXBEERARS
T

Admin-Managed AN E

SR _FEFRIAEZLBEIREAT |, Policy-Managed 1 Admin-Managed AR RZ5.
WEBRNBE—T , ZELMEIR11812 — RAC ¥ B AMLE/EREIN T 7% | FRM14E dbca i
RAFLEFERBIRERGIZITEERNMERTHLENS L SER2ABER3E .,
ERREZ , ERABEREYN MEEEJLaNas , IBANEIRA MR R AERE |
MR SEX LAV LE1T. MA |, BE SRR HRAHEF B e aE & T %R
Bk R dn 4 4 dbnamel E| dbnameN, XLEEEIE Rk GE |, SR AaB Az,
A, , XtE Admin-Managed A=,

B REH : DBATEEMIRERIFEITRMA RS S  FERSFHRERIR. XEZH
fR7s Oracle ¥ B R E IR IR

Administrator-managed: Database administrators define the servers on which
databases resource run, and place resources manually as needed. This is the
management strategy used in previous releases.

Policy-Managed 77=#1 Admin-Managed 7z Service 1%+



1, K ER A Admin managed A=
[grid@racdb01 ~]$ srvctl config database -d racdb
Database unigue name: racdb

Database name: racdb

Oracle home: /app/product/oracle/11.2.0.4/db_1
Oracle user: oracle

Spfile: /app/product/oracle/11.2.0/db_1/dbs/spfileracdbl.ora
Domain:

Start options: open

Stop options: immediate

Database role: PRIMARY

Management policy: AUTOMATIC

Server pools: racdb

Database instances: racdbl,racdb?2

Disk Groups: ASM_DATA,ASM_FRA

Mount point paths:

Services: rac_first,rac_second

Type: RAC

Database is administrator managed

XA 2L Admin Managed k&1E RAC,

2, FTEZF KRBT R E S R EEE ER S s & Service

A, BRINAR S5t mypool(&/N B O , mmA¥HE 2)
[oracle@racdbO1 ~]$ srvctl add serverpool -g mypool -1 0 -u 2
BEEREMAZRIE E LA Server Pool B :

B, ¥R E racdb KRS 2510
[oracle@racdbO1 ~]$ srvctl modify database -d racdb -g mypool

C , &% RAC ¥ FE racdb Hif) Policy

[grid@racdb02 ~]$ srvctl config database -d racdb
Database unique name: racdb

Database name: racdb

Oracle home: /app/product/oracle/11.2.0.4/db_1



Oracle user: oracle

Spfile: /app/product/oracle/11.2.0/db_1/dbs/spfileracdbl.ora
Domain:

Start options: open

Stop options: immediate

Database role: PRIMARY

Management policy: AUTOMATIC

Server pools: mypool

Database instances:

Disk Groups: ASM_DATA,ASM_FRA
Mount point paths:

Services: rac_first,rac_second

Type: RAC

Database is policy managed

FINEE 222 A Policy Managed &I T .

allir
MR EHEABRINEEMA RS E LM Policy Managed , Admin Managed #E3% & 118
RAC FZHTFIRRAS , EIEA.

D, {4 crsctl KE IR E- 25 AR

EXEA

[grid@racdb02 ~]$ crsctl status serverpool -p
NAME=Free

IMPORTANCE=0

MIN_SIZE=0

MAX_SIZE=-1

SERVER_NAMES=

PARENT_POOLS=

EXCLUSIVE_POOLS=
ACL=owner:grid:rwx,pgrp:oinstall:rwx,other::r-x



NAME=Generic

IMPORTANCE=0

MIN_SIZE=0

MAX_SIZE=-1

SERVER_NAMES=

PARENT_POOLS=

EXCLUSIVE_POOLS=
ACL=owner:grid:r-x,pgrp:oinstall:r-x,other::r-x

NAME=ora.mypool

IMPORTANCE=0

MIN_SIZE=0

MAX_SIZE=2

SERVER_NAMES=

PARENT_POOLS=

EXCLUSIVE_POOLS=
ACL=owner:oracle:rwx,pgrp:oinstall:rwx,other::r—

E, A srvetl KBRS 2R

[grid@racdb01 ~]$ srvctl config serverpool -g Free
Server pool name: Free

Importance: O, Min: O, Max: -1

Candidate server names:

[grid@racdb01 ~]$ srvctl config serverpool -g Generic

PRKO-3160 : Server pool Generic is internally managed as part of administrator-
managed database configuration and therefore cannot be queried directly via
srvpool object.

[grid@racdb01 ~]$ srvctl config serverpool -g mypool
Server pool name: mypool



Importance: O, Min: 0, Max: 2

Candidate server names:

EEMIN_SIZE BisE IR EL(BURES) , (RiIx min_size 7 2 , HHEEXFIRTLZ
ITERFH BRI E RS L.

F—AEEMEESM : F/H crsctl RMARS 2[RI ER(ES - FH ersctl imMAR S8t
BX N RS 28 FAEBUR FERIRSh |, MEPERERIR , FEA srvetl QRS , FS%
3C#4 here)

F, RINARSS 25t

For non-database resources,

[grid@racdb02 ~]$ crsctl add serverpool spl -attr "MIN_SIZE=1, MAX_SIZE=1,
IMPORTANCE=1" -f

CRS-2673: Attempting to stop 'ora.racdb.db' on 'racdbO1'

CRS-2677: Stop of 'ora.racdb.db' on 'racdbO1' succeeded

KE RS RS

[grid@racdb02 ~]$ crsctl status serverpool -p
NAME=Free

IMPORTANCE=0

MIN_SIZE=0

MAX_SIZE=-1

SERVER_NAMES=

PARENT_POOLS=

EXCLUSIVE_POOLS=
ACL=owner:grid:rwx,pgrp:oinstall:rwx,other::r-x

NAME=Generic
IMPORTANCE=0
MIN_SIZE=0
MAX_SIZE=-1
SERVER_NAMES=
PARENT_POOLS=
EXCLUSIVE_POOLS=



ACL=owner:grid:r-x,pgrp:oinstall:r-x,other::r-x

NAME=ora.mypool

IMPORTANCE=0

MIN_SIZE=0

MAX_SIZE=2

SERVER_NAMES=

PARENT_POOLS=

EXCLUSIVE_POOLS=
ACL=owner:oracle:rwx,pgrp:oinstall:rwx,other::r--

NAME=spl

IMPORTANCE=1

MIN_SIZE=1

MAX_SIZE=1

SERVER_NAMES=

PARENT_POOLS=

EXCLUSIVE_POOLS=
ACL=owner:grid:rwx,pgrp:oinstall:rwx,other::r—

MR AR 55 25 7
[grid@racdb02 ~]$ crsctl delete serverpool spl

[grid@racdb02 ~]$ crsctl add serverpool sp2 -attr "MIN_SIZE=1, MAX_SIZE=1,
IMPORTANCE=2"

AR AR 5525 b -

R MRES , UEA orsctl B, fRABEIEE M AKEIRF BTN , T4 {EH srvctl
B AT A,



G, EERFHNRE

[grid@racdb01 ~]$ crsctl status server -f
NAME=racdb0O1

STATE=ONLINE

ACTIVE_POOLS=Generic ora.racdb ora.racdb_rac_first
STATE_DETAILS=

NAME=racdb02

STATE=VISIBLE

ACTIVE_POOLS=Generic ora.racdb ora.racdb_rac_second
STATE_DETAILS=

4 Policy-Managed Database ;) Administrator-Managed Database
A, KRERARFIBIEEFEXN L RECE ANRICEFTERE , BBART] AANE BRI aECE
04T , FAF:

[oracle@racdbO1 ~]$ srvctl config database -d racdb

Database unique name: racdb

Database name: racdb

Oracle home: /app/product/oracle/11.2.0.4/db_1

Oracle user: oracle

Spfile: /app/product/oracle/11.2.0/db_1/dbs/spfileracdbl.ora
Domain:

Start options: open

Stop options: immediate

Database role: PRIMARY

Management policy: AUTOMATIC

Server pools: mypool

Database instances:

Disk Groups: ASM_DATA,ASM_FRA

Mount point paths:

Services: rac_first,rac_second

Type: RAC

Database is policy managed

AR,



RANBEEIEREH: a policy-managed database 4 administrator-managed database,
M , KA AFE A srvctl remove database #1 srvctl remove service #54-if% policy-
managed Bt & , SAf5{F B srvctl add database #1 srvctl add instance #3 4 HZ ¥ dE
FE—A~ administrator-managed database, —B{RiFM T ¥R EMKLE , NEFER
srvctl add service €54 RNNEIRS: .

1.4 SRVCTL T AMsEuEE

[oracle@racdb01 ~]$ srvctl remove database -d racdb

PRKO-3141 : Database racdb could not be removed because it was running
AR B LR T AT LA(E FB-f(force) BBk IEAEIZ1 TSR E . BEAHEFEAZA.
1= 1E 28R B

[oracle@racdbO1 ~]$ srvctl remove database -d racdb

PRKO-3141 : Database racdb could not be removed because it was running
[oracle@racdbO1 ~]$ srvctl stop database -d racdb

[oracle@racdbO1 ~]$ srvctl status database -d racdb

Instance racdb_1 is not running on node racdbO1

Instance racdb2 is not running on node racdb02

[oracle@racdb01 ~]$ srvctl remove database -d racdb

Remove the database racdb? (y/[n]) y

[oracle@racdb01 ~]$ srvctl status database -d racdb

PRCD-1120 : The resource for database racdb could not be found.
PRCR-1001 : Resource ora.racdb.db does not exist

2.0 administrator-managed ¥ FE
[oracle@racdbO1 ~]$ srvctl add database -d racdb -o
/app/product/oracle/11.2.0.4/db_1 -y automatic
[oracle@racdbO1 ~]$ srvctl config database -d racdb
Database unique name: racdb

Database name:

Oracle home: /app/product/oracle/11.2.0.4/db_1
Oracle user: oracle

Spfile:

Domain:

Start options: open

Stop options: immediate

Database role: PRIMARY

Management policy: AUTOMATIC



Server pools: racdb

Database instances:

Disk Groups:

Mount point paths:

Services:

Type: RAC

Database is administrator managed

3. NINEE FE S

[oracle@racdbO1 ~]$ srvctl add instance -d racdb -i racdbl -n racdbO1
[oracle@racdbO1 ~]$ srvctl add instance -d racdb -i racdb2 -n racdb02
[oracle@racdbO1 ~]$ srvctl start database -d racdb
[oracle@racdbO1 ~]$ srvctl status database -d racdb
Instance racdbl is running on node racdbO1

Instance racdb2 is running on node racdb02
[oracle@racdbO1 ~]$ srvctl config database -d racdb
Database unique name: racdb

Database name:

Oracle home: /app/product/oracle/11.2.0.4/db_1

Oracle user: oracle

Spfile:

Domain:

Start options: open

Stop options: immediate

Database role: PRIMARY

Management policy: AUTOMATIC

Server pools: racdb

Database instances: racdb1,racdb?2

Disk Groups: ASM_DATA,ASM_FRA

Mount point paths:

Services:

Type: RAC

Database is administrator managed

WMRABIEBLIA service FEFH srvetl add service 4547 NMEIRRS
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Services for Policy- and Administrator-
Managed Databases

You can define services for both policy-managed and administrator-managed databases.

Services for a policy-managed database are defined to a server pool where the database is running.
Services for policy-managed databases can be defined as:

UNIFORM (running on all instances in the server pool)

SINGLETON (running on only one instance in the pool)

For singleton services, RAC chooses on which instance in the server pool the service is active.
Services for an administrator-managed database define which instances normally support that service.
These are known as the PREFERRED instances.

Instances defined to support a service if the preferred instance fails are known as AVAILABLE instances.

Oracle Services

To manage workloads or a group of applications, you can define services that you assign

to a particular application or to a subset of an application’s operations. You can also

group work by type under services. For example, online users can use one service, while

batch processing can use another, and reporting can use yet another service to connect

to the database.

It is recommended that all users who share a service have the same service-level

requirements. You can define specific characteristics for services and each service can

be a separate unit of work. There are many options that you can take advantage of when

using services. Although you do not have to implement these options, using them helps

optimize application performance. You can define services for both policy-managed and

administrator-managed databases.

Do not use DBMS_SERVICE with cluster-managed services. When Oracle Clusterware

starts a service, it updates the database with the attributes stored in the CRS resource. If

you use DBMS_SERVICE to modify the service and do not update the CRS resource, the

next time CRS resource is started, it will override the database attributes set by

DBMS_SERVICE.

Services for Policy- and Administrator-Managed Databases

It is recommended that all users who share a service have the same service-level

requirements. You can define specific characteristics for services and each service can

be a separate unit of work. There are many options that you can take advantage of when

using services. Although you do not have to implement these options, they help optimize

application performance. You can define services for both policy-managed and

administrator-managed databases.

 Policy-managed database: When you define services for a policy-managed

database, you define the service to a server pool where the database is running. You
can define the service as either uniform (running on all instances in the server pool)
or singleton (running on only one instance in the server pool). For singleton services,
RAC chooses on which instance in the server pool the service is active. If that
instance fails, then the service fails over to another instance in the pool. A service
can only run in one server pool.



« Administrator-managed database: When you define a service for an
administrator-managed database, you define which instances support that service.
These are known as the PREFERRED instances. You can also define other instances
to support a service if the service's preferred instance fails. These are known as
AVAILABLE instances.

Create Service with Enterprise

Cluster Database: RDBA > Cluster Managed Database Senices >
Create Service

Define a highly available service by specifying preferred and available instances. You can also specify service properties to failover t i hresholds and
resource management

= Senvice Name [SERVI
[ Start semvice after creation Ad H H t t H

-
[A update local naming parameter (tnsnarmes.ora) file m I n Is ra I O n
High Availability Cenfiguration a n aged

Instance Name Service Policy
ROBAL Prefarred Cluster Database: RDBA > Cluster Managed Database Senices >
ERE Available 2 Create Service

Define a highly available senice by specifying server pocl and senvice cardinality. You can also specify senice properties to customize failover mechanisms, monitaring thresholds and resource

@ TIP Must select at least one preferred instance.

= Senice Name [SERVZ|

Service Properties
P [ 5tart semvice after creation

Transparent Application Failover (TAF) Policy | Basic v [#1Update lacal naming paramter {tnsnames o file

High Availability Configuration

=
[ Enable Distributed Transaction Pracessin

: 9 _ Cardinality @ UNFORM O SINGLETON I -
Choose this option for al Distributed transactions including X4, JTA. Services with exactly one pr

Serwver Pool |ora.OLTP #| Edit Add Server Pool
Connection Load Balancing Goal @ Shat O Lang M a n a e d
Load balance connections based on elapsed fine (Short) or number of sessions (Long).

Service Properties

Notification Properties
[CIEnable Load Balancing Advisory Failover Type |None v

@ Senice Time O Throughput

Failover Delay (miliseconds) |0 Failover Retries [0
Enable advisory for load balancing hased on service qualty. ¥ )

CIEnable Fast Application Motification (FAN) for OCI and ODP.NET Applicatid [ Enable Distributed Transaction Processing

Chanse this option for all Distrbuted fransactions including KA, JTA. Services with exactly one preferret instance can ensble this.

Connection Load Balancing Goal @ Shon O Long
Load balance connections based on elapsed fime (Short) or number of sessions (Long),
Resource Management Properties

Associate this service with a predefined consumer group or job class Natification Properties Service Threshold Levels
[JEnable Load Balancing Advisary If thresholds are specified, alerts will be published when the sevice elapsed respanse
Consumer Graup Mapping | None ¥ ® Senise Time O Throughput time andior CPU time exceed the threshold
for

Enabl aivisor based on service ualty.

Warning Critical
[Enable Fast Application Motification (FAN) for OCI and ODP.NET Applications e T Thies ol ilisents)
CRU Time Threshold (milliseconds)

Resource Management Properties
Associate thig service with a predefined consumer group or job class.

Cansumer Graup Mapping | None v

Job Scheduler Mapping | Mone i

Create Services with Enterprise Manager

From your Cluster Database home page, click the Availability tab, and then click Cluster

Managed Database Services. On the Cluster Managed Database Services page, click

Create Service.

Use the Create Service page to configure a new service in which you do the following:
Select the desired service policy for each instance configured for the cluster database.
Select the desired service properties. Refer to the section “Service Attributes” in this

lesson for more information about the properties you can specify on this page.

If your database is administration managed, the High Availability Configuration section

allows you to configure preferred and available servers. If your database employs policy-

managed administration, you can configure the service cardinality to be UNIFORM or

SINGLETON and assign the service to a server pool.

You can also define the management policy for a service. You can choose either an

automatic or a manual management policy.



Automatic: The service always starts when the database starts.

Manual: Requires that the service be started manually. Prior to Oracle RAC 11¢g
Release 2, all services worked as though they were defined with a manual
management policy.

Note: Enterprise Manager now generates the corresponding entries in your thsnames.ora
files for your services. Just click the “Update local naming parameter (tnsnames.ora) file”
check box when creating the service.

Create Services with SRVCTL

To create a service called GL with preferred instance RACO2 and an available instance RACO1.:

S srvctl add service -d PROD1 -s GL -r RACO02 -a RACOl1

To create a service called AP with preferred instance RACO01 and an available instance
RACO02:

S srvctl add service -d PROD1 -s AP -r RACOl1 -a RACO02

To create a SINGLETON service called BATCH using server pool SP1 and a UNIFORM
service called ERP using server pool SP2 :

$ srvctl add service -d PROD2 -s BATCH -g SP1 \
-c singleton -y manual

$ srvctl add service -d PROD2 -s ERP -g SP2 \
-c UNIFORM -y manual

Create Services with SRVCTL
For the example in the slide, assume a two-node, administration-managed database
called PROD1 with an instance named RACO1 on one node and an instance called RACO2
on the other. Two services are created, AP and GL, to be managed by Oracle Clusterware.
The AP service is defined with a preferred instance of RACO1 and an available instance of
RACO2.
If RACO1 dies, the AP service member on RACO1 is restored automatically on RACO2. A
similar scenario holds true for the GL service.



Note that it is possible to assign more than one instance with both the -r and -a options.
However, -r is mandatory but -a is optional.

Next, assume a policy-managed cluster database called PROD2. Two services are
created, a SINGELTON service called BATCH and a UNIFORM service called ERP.
SINGLETON services run on one of the active servers and UNIFORM services run on all
active servers of the server pool. The characteristics of the server pool determines how
resources are allocated to the service.

Note: When services are created with srvctl, thsnames.ora is not updated and the service
is not started.

Manage Services with srvctl

Start a named service on all configured instances:

S srvectl start service -d orcl -s AP

Disable a service at a named instance:

$ srvctl stop service -d orcl -s AP

Set an available instance as a preferred instance:

S srvectl disable service -d orcl -s AP -i orcl4

$ srvctl modify service -d orcl -s AP -i orcl5

3=

S srvctl relocate service -d orecl -s AP -i orclb
—t—ereld

Manage Services with srvctl
The slide demonstrates some management tasks with services by using SRVCTL.
Assume that an AP service has been created with four preferred instances: orcll, orcl2,
orcl3, and orcl4. An available instance, orcl5, has also been defined for AP.
In the first example, the AP service is started on all instances. If any of the preferred or



available instances that support AP are not running but are enabled, then they are
started.

The stop command stops the AP service on instances orcl3 and orcl4. The instances
themselves are not shut down, but remain running possibly supporting other services. The
AP service continues to run on orcll and orcl2. The intention might have been to perform
maintenance on orcl4, and so the AP service was disabled on that instance to prevent
automatic restart of the service on that instance. The OCR records the fact that AP is
disabled for orcl4. Thus, Oracle Clusterware will not run AP on orcl4 until the service is
enabled.

The next command in the slide changes orcl5 from being an available instance to a
preferred one. This is beneficial if the intent is to always have four instances run the
service because orcl4 was previously disabled. The last example relocates the AP service
from instance orcl5 to orcl4. Do not perform other service operations while the online
service modification is in progress.

Note: For more information, refer to the Oracle Real Application Clusters Administrator’s
Guide.



Use Services with Client Applications

ERP= (DESCRIPTION= #Ht Using the SCAN it
(LOAD BALANCE=on)
(ADDRESS= (PROTOCOL=TCP) (HOST=cluster0l-scan) (PORT=1521))
(CONNECT DATA= (SERVICE NAME=ERP)))

ERP= (DESCRIPTION= ## Using VIPs ##
(LOAD BALANCE=on)
(ADDRESS= (PROTOCOL=TCP) (HOST=node-1lvip) (PORT=1521))
(ADDRESS= (PROTOCOL=TCP) (HOST=node-2vip) (PORT=1521))
(ADDRESS= (PROTOCOL=TCP) (HOST=node-3vip) (PORT=1521))
(CONNECT DATA= (SERVICE NAME=ERP)))

url="jdbc:oracle:oci:@ERP" ## Thick JDBC #i#

url="jdbc:oracle:thin:@ (DESCRIPTION= ## Thin JDBC #i#
(LOAD BALANCE=on)
(ADDRESS= (PROTOCOL=TCP) (HOST=cluster(0l-scan) (PORT=1521)))
(CONNECT DATA=(SERVICE NAME=ERP)))"

Use Services with Client Applications
The first example in the slide shows the TNS connect descriptor that can be used to
access the ERP service. It uses the cluster's Single Client Access Name (SCAN). The
SCAN provides a single name to the clients connecting to Oracle RAC that does not
change throughout the life of the cluster, even if you add or remove nodes from the
cluster. Clients connecting with SCAN can use a simple connection string, such as a thin
JDBC URL or EZConnect, and still achieve the load balancing and client connection
failover. The second example uses virtual IP addresses as in previous versions of the
Oracle Database.
The third example shows the thick JDBC connection description using the previously
defined TNS connect descriptor.
The third example shows the thin JDBC connection description using the same TNS
connect descriptor as the first example.
Note: The LOAD_BALANCE=ON clause is used by Oracle Net to randomize its progress
through the protocol addresses of the connect descriptor. This feature is called client
connection load balancing.




Services and Connection Load Balancing

The two load balancing methods that you can implement
are:

Client-side load balancing: Balances the connection requests across the listeners

Server-side load balancing: The listener directs a connection request to the best instance currently providing the service by using the load
balancing advisory (LBA).

FAN, Fast Connection Failover, and LBA depend on a connection load balancing configuration that includes setting the connection load balancing
goal for the service.

The load balancing goal for the service can be either:
LONG: For applications having long-lived connections. This is typical for connection pools and SQL*Forms sessions.

SHORT: For applications that have short-lived connections

srvctl modify service -s service name -j LONG|SHORT

Services and Connection Load Balancing
Oracle Net Services provides the ability to balance client connections across the
instances in an Oracle RAC configuration. You can implement two types of load balancing;:
client-side and server-side. Client-side load balancing balances the connection requests
across the listeners. With server-side load balancing, the listener directs a connection
request to the best instance currently providing the service by using the load balancing
advisory. In a RAC database, client connections should use both types of connection load
balancing.
FAN, Fast Connection Failover, and the load balancing advisory depend on an accurate
connection load balancing configuration that includes setting the connection load
balancing goal for the service. You can use a goal of either LONG or SHORT for
connection load balancing. These goals have the following characteristics:

LONG: Use the LONG load balancing method for applications that have long-lived
connections. This is typical for connection pools and SQL*Forms sessions. LONG is
the default connection load balancing goal. The following is an example of modifying
a service, POSTMAN, with the srvctl utility to define the connection load balancing
goal for long-lived sessions:

srvctl modify service -s POSTMAN -j LONG



SHORT: Use the SHORT connection load balancing method for applications that have
short-lived connections. The following example modifies the ORDER service , using
srvctl to set the goal to SHORT:

srvctl modify service -s ORDER -j SHORT

Services and Transparent Application
Failover

Services simplify the deployment of Transparent Application Failover (TAF).
You can define a TAF policy for a service and all connections using this service will automatically have TAF enabled.
The TAF setting on a service can be NONE, BASIC, or PRECONNECT and overrides any TAF setting in the client connection definition.

To define a TAF policy for a service, the srvetl utility can be used as shown below:

Where -z is the number of retries, -w is the delay between retry attempts
and -3 is the connection load balancing goal.

srvctl modify service -s gl.example.com -q TRUE -P BASIC
-e SELECT -z 180 -w 5 -j LONG

Services and Transparent Application Failover

When Oracle Net Services establishes a connection to an instance, the connection
remains open until the client closes the connection, the instance is shut down, or a
failure occurs. If you configure TAF for the connection, then Oracle Database moves the
session to a surviving instance when an outage occurs.
TAF can restart a query after failover has completed but for other types of transactions,
such as INSERT, UPDATE, or DELETE, the application must roll back the failed transaction
and resubmit the transaction. You must re-execute any session customizations, in other
words, ALTER SESSION statements, after failover has occurred. However, with TAF, a
connection is not moved during normal processing, even if the workload changes over
time.
Services simplify the deployment of TAF. You can define a TAF policy for a service, and all
connections using this service will automatically have TAF enabled. This does not require
any client-side changes. The TAF setting on a service overrides any TAF setting in the
client connection definition. To define a TAF policy for a service, use the srvctl utility as in
the following example:

srvctl modify service -s gl.example.com -q TRUE -P BASIC -e SELECT -z 180 -w 5 -j



LONG
Note: TAF applies only to an admin-managed database and not to policy-managed
databases.
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